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Introduction
q We present an engineering model of fission gas behavior that is used to 

compute FGR and gaseous swelling in multiple fuel performance codes

q As opposed to empirical models often used in engineering codes, the present 
model is physically based. Advantages include flexibility and potential for 
multiscale coupling

q Work comprises development, validation, uncertainty and sensitivity analysis 

q Originally developed at Politecnico di Milano and JRC-Karlsruhe1. Variants are 
used in the fuel performance codes BISON (INL)2 and TRANSURANUS (JRC)3. 
It has also been implemented in FRAPCON and FINIX (at VTT)4,5

1 G. Pastore, L. Luzzi, V. Di Marcello, P. Van Uffelen, Nucl. Eng. Des. 256, 75-86, 2013
2 G. Pastore, L.P. Swiler, J.D. Hales, S.R. Novascone, D.M. Perez, B.W. Spencer, L. Luzzi, P. Van Uffelen, R.L. 
Williamson, J. Nucl. Mater. 456, 398-408, 2015
3 K. Lassmann, A. Schubert, P. Van Uffelen, C. Györi, J. van de Laar, TRANSURANUS Handbook, ©1975-2014, 
Institute for Transuranium Elements, Karlsruhe, Germany, 2014. 
4 T. Ikonen, VTT’s modifications to the FRAPCON-4.0 code, Tech. Rep. VTT-R-00119-17, Espoo, Finland, 2017
5 H. Loukusa, J. Peltonen, V. Valtavirta, FINIX - Fuel behavior model and interface for multiphysics applications, 
Code documentation for version 1.19.1, VTT-R-00052-19, VTT Technical Research Centre of Finland, 2019
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q Compute bubble evolution, swelling and 
gas diffusion to grain boundaries

q Def. the number density of bubbles, N, and 
the total gas concentration in bubbles, m

The last approximations in Eqs. 8, 9 are based on the coefficients !!,! and !!,! being close to unity 135 

for a size distribution which peaks near the average value. This kind of size distribution is typical of 136 

experimental observations of intra-granular bubbles [12], [15]. With these approximations and the 137 

definitions given in Eqs 5, 6, Eqs. 7 become 138 

We close the system by defining the average bubble size in terms of the atoms per bubble and 139 

bubble radius (according to [13]), respectively 140 

The intra-granular swelling is at last 141 
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Modeling: Intra-granular behavior
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where c1 (atoms m-3) is the concentration of single gas atoms, and c2, c3, …, cn (clusters m-3) are the 116 

number densities of clusters of atomic size 2, 3, …, n, respectively. Other than the fission yield y 117 

(atoms fiss-1), the other quantities in Eq. 4 have been defined in Section 2. We include the diffusion 118 

term only for single gas atoms, assuming that bigger clusters are immobile [15], [23]. This 119 

assumption may not be correct at very high temperatures [15]. 120 

The simultaneous solution of Eqs. 4 provides the complete distribution of clusters. Nevertheless, the 121 

solution of these equations is impractical for several situations of interest, both in terms of 122 

computational effort and memory requirement. For example, the full solution of Eqs. 4 is 123 

impracticable in fuel performance codes [4], [22]. In order to reduce the dimension of the cluster 124 

dynamics system, we introduce global quantities. 125 

We define the concentration of bubbles (clusters of size n > 1) N, (bubbles m-3) and the 126 

concentration of gas in bubbles m (atoms m-3) 127 

Combining Eqs. 5, 6 with the cluster dynamics master equations (Eqs. 4) we obtain a system of 128 

three partial differential equations 129 

The series in Eqs. 7 can be approximated by applying the Taylor expansion of αn = α(n) and 130 

βn = β(n) in conjunction with the definitions given in Eqs. 5, 6. As for the Taylor expansion of the 131 

rates, for the re-solution rate defined by Eq. 2, assuming Rn ~ n1/3 = Bn1/3 [13], we obtain  132 

As for the trapping rate, it is proportional to the bubble radius (Eq. 3). Again, assuming Rn ~ n1/3 = 133 

Bn1/3 [13], we obtain 134 
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D. Pizzocri, G. Pastore, T. Barani, A. Magni, L. Luzzi, P. Van Uffelen, S.A. Pitts, A. 
Alfonsi, J.D. Hales, A model describing intra-granular fission gas behaviour in 
oxide fuel for advanced engineering tools, J. Nucl. Mater. 502, 323-330, 2018



Intra-granular diffusion algorithms

The PolyPole-1 algorithm for the single diffusion equation provides a more accurate 
solution than other algorithms used in fuel performance codes and is as 
computationally efficient

D. Pizzocri, C. Rabiti, L. Luzzi, T. Barani, P. Van Uffelen, G. Pastore, PolyPole-1: An accurate 
numerical algorithm for intra-granular fission gas release, J. Nucl. Mater. 478, 333-342, 2016

∂ctot
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Intra-granular diffusion algorithms

The PolyPole-2 algorithm provides an 
efficient solution of the more general 
PDE system and overcomes the concept 
of an effective diffusion coefficient 

bubbles. Diffusion of intra-granular bubbles becomes relevant at
high temperatures, above ~1800 !C [2,7]. Thus, modelling intra-
granular fission gas release calls for the treatment of different
concomitant mechanisms, namely, diffusion coupled with trapping
and resolution of gas atoms. Extensive literature deals with the
evaluation of the parameters characterizing these mechanisms,
both experimental and theoretical work (e.g., [2,3,8e16]). Rather, in
this paper we deal with the numerical problem associated with the
computational solution of the equations describing the process.
Clearly, this problem has an enormous practical importance for
fission gas behaviour calculations in fuel performance analysis.

Speight [17] proposed a simplified mathematical description of
intra-granular fission gas release. He lumped the trapping and
resolution rates into an effective diffusion coefficient, restating the
mathematical problem as purely diffusive. Such simplification im-
plies the assumption of equilibrium between trapping and resolu-
tion (quasi-stationary approach). To the best of our knowledge, the
formulation of Speight is universally adopted for models employed
in fuel performance codes (e.g., [18e22]). In addition, the
assumption of spherical grain geometry [23] is applied. The solu-
tion of the diffusion equation for constant conditions is well known.
Nevertheless, time-varying conditions are involved in realistic
problems. Therefore, the solution for time-varying conditions is the
issue of interest for applications in fuel performance analysis,
which calls for the development of dedicated numerical algorithms.
Given the very high number of calls of each local model (such as the
fission gas behaviour model) in a fuel performance code during the
analysis of a detailed fuel rod irradiation history, in addition to the
requirement of suitable accuracy for the numerical solution, there
is a requirement of low computational cost. Of course, the numer-
ical solution of the diffusion equation in time-varying conditions
may be obtained using a spatial discretization method such as a
finite difference scheme. However, the associated high computa-
tional effort can make a space-discretization based solution
impractical for application in fuel performance codes. Several
alternative algorithms that provide approximate solutions at high
speed of computation and can be used in fuel performance codes
have been developed [24e32]. In this work, we propose a new
numerical algorithm for the accurate and fast solution of the
diffusion equation in time-varying conditions, which we call
PolyPole-1.

The structure of the paper is as follows. In Section 2, we discuss
the mathematical formulation of the intra-granular fission gas
release problem. In Section 3, we provide an overview of existing
numerical algorithms for the solution of the problem. In Section 4,
we describe the concept of the PolyPole-1 algorithm and provide a
theoretical comparison with other algorithms used in fuel perfor-
mance codes. In Section 5, we verify the PolyPole-1 algorithm
through an extensive numerical analysis. Also, we compare
PolyPole-1 to other state-of-the-art algorithms in terms of accuracy
and computational efficiency. Conclusions are drawn and sugges-
tions for further development are outlined in Section 6.

2. Mathematical problem

The problem of gas atom diffusion during trapping and resolu-
tion can be stated mathematically with a system of partial

differential equations

vc
vt

¼ DV2c # gc þ bm þ b
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vt

¼ gc # bm

8
>><

>>:
(1)

where c (at. m# 3) is the concentration of single gas atoms dissolved
in the lattice,m (at. m# 3) is the concentration of gas atoms in intra-
granular bubbles, D (m2 s# 1) is the single gas atom diffusion coef-
ficient, g (s# 1) is the trapping rate, b (s# 1) is the resolution rate, and
b (at. m# 3 s# 1) is the gas production term. Intra-granular bubbles
are considered as immobile. The processes described by Eq. (1) are
represented in Fig. 1.

Speight [17] solved Eq. (1) in spherical geometry, for constant
conditions (i.e., constant D, g, b, b) and with zero initial conditions
for c andm. He then simplified the analytic solution assuming that,
for times of engineering interest, trapping and resolution are in
equilibrium, i.e., gc # bm ¼ 0 (quasi-stationary approach). This
leads to simplification of Eq. (1) into a single diffusion equation for
the total concentration of gas in the grain ct ¼ c þ m (at. m# 3)

vct
vt

¼ b þ DeffV
2ct (2)

Eq. (2) is formally identical to the diffusion equation previously
derived by Booth [23] for the case of diffusion of single gas atoms in
absence of bubbles. The effective diffusion coefficient in Eq. (2), Deff
(m2 s# 1), accounts for the reduced diffusion rate of single gas atoms
due to the trapping and resolution effects in presence of immobile
intra-granular bubbles. Van Uffelen et al. [33] extended Speight’s
formulation for Deff to account for the contribution of Brownian
bubble motion while preserving the form of Eq. (2).

The analytic solution of Eq. (2) for constant conditions (constant
b and Deff) in spherical grain geometry is well known (e.g., [29]). For
the purpose of modelling intra-granular fission gas release, we
focus on the spatial average in the grain of the total gas concen-
tration, ctðtÞ. A perfect sink boundary condition at the grain
boundary, i.e., ctða; tÞ ¼ 0 with a (m) being the radius of the
spherical grain, and initial condition ctð0Þ ¼ c0 are considered. The
analytic expression of ctðtÞ for constant conditions is obtained by
integrating the solution of Eq. (2), ctðr; tÞ, over the spherical
domain, and reads

Fig. 1. Sketch representing the main mechanisms of intra-granular fission gas release.
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with the formation of the sub-micrometric-grain, high burn-up
structure (HBS) in both UO2 [1e5] and MOX [6e9]. Ultimately, the
increased fuel gaseous swelling can severely impact the fuel-
cladding contact pressure during PCMI [6,8,10e13]. In particular,
PCMI is associated with potential safety margin reduction for clad-
ding failure during reactivity-initiated accidents (RIA) in light water
reactors [13,14]. Furthermore, considerable FGR has been observed
in RIA simulation tests, which would increase cladding loading and
the risk of creep-induced cladding rupture by ballooning [6,15].

It follows that accurate models of fission gas swelling and
release need to be incorporated in fuel performance codes. In
particular, ability to capture peculiarities of fission gas behavior in
high-burnup fuel and during rapid power/temperature transients is
a requisite in order to evaluate fuel performance during postulated
RIA accidents. However, whilst the fission gas behavior in fuel for
moderate burnups is fairly well characterised and such under-
standing is reflected in many models (e.g. [16e23]), modeling of
fission gas behavior in high burnup fuel and during transients is
still an open issue [3,24e29].

The first and basic stage of FGR and gaseous swelling is gas atom
transport from within the fuel grains to grain boundaries (intra-
granular fission gas release). This involves thermal and irradiation-
enhanced lattice diffusion of single gas atoms in conjunction with
trapping in and irradiation-induced resolution from intra-granular
bubbles [18,30e35]. The problem is described mathematically by a
system of two coupled partial differential equations (PDE), with
one equation for the concentration of single gas atoms and one for
the gas balance in the bubbles.

The numerical solution of the intra-granular fission gas
release problem in time-varying conditions has an enormous
practical importance in fuel modeling. In particular, in this work
we deal with applications to engineering fuel performance
modeling, i.e., the thermo-mechanical analysis of the fuel ele-
ments using integral fuel performance codes [36]. In this area of
application, the fission gas behavior model is a component of a
broader analysis. Also, because of the time and spatial dis-
cretization of the problem and the non-linearities involved, an
integral fuel performance calculation for a detailed fuel rod
irradiation history comprises a very high number of calls of each
local model, including the fission gas behavior model. It follows
that the numerical solution of the intra-granular fission gas
release problem in models applied in integral codes must be
computationally efficient, while still guaranteeing a suitable ac-
curacy. Of course, the numerical solution may be obtained using
standard space-discretization methods such as finite difference
schemes. However, the associated high computational cost
makes standard solution techniques impractical for application
in integral fuel performance codes [32,37].

Speight [30] derived the concept of an effective diffusion coeffi-
cient embodying the effects of trapping and resolution, which re-
duces the problem of intra-granular fission gas release to a single
diffusion equation. Such a simplified formulation can be applied to
time-varying conditions under the assumption of instantaneous
equilibrium between trapping and resolution (quasi-stationary
approximation). Numerical algorithms have been developed in the
past thatprovide solutionsof the simplifiedproblemathigh speedof
computation for application in engineering calculations [17,37e44].
In this connection, the authors recently developed an improved
numerical algorithm called PolyPole-1 [45]. Speight's simplified
formulation is generally adopted for models employed in integral
fuel performance codes (e.g. [46e50]). However, while the quasi-
stationary approximation is valid for slowly varying conditions,
questions remain on its adequacy for modeling rapid transients. To
thebestof the authors' knowledge, nonumerical algorithmhasbeen
developed yet that is able to solve the general system of PDEs at low

computational cost. The development of such an algorithm is an
open issue and simply prevents the inclusion of generally valid
fission gas behavior models in integral codes [32,51].

In this paper, first, we investigate the validity of the quasi-
stationary approximation by comparison to the solution of the
general system of PDEs. Then, we develop a novel algorithm to
numerically solve the general system of PDEs at low computational
cost. The new algorithm extends the PolyPole-1 concept, and is
called PolyPole-2.

The outline of the paper is as follows. In Section 2, we discuss the
mathematical formulation of the intra-granular fission gas release
problem. In Section 3, we investigate the validity of the quasi-
stationary approximation relative to the system of coupled PDEs
that is the general formulation of the problem. In Section 4, we
present the concept of the PolyPole-2 algorithm for the effective
solution of the general system of PDEs. In Section 5, we verify the
PolyPole-2 algorithm through comparisons to accurate finite-
difference reference solutions for a large number of randomly
generated operation histories covering both operational conditions
and postulated RIAs. Conclusions are drawn in Section 6.

2. Mathematical problem

The problem of intra-granular fission gas release can be stated
mathematically with the following system of PDEs (e.g. [18,30])
8
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where c (at m"3) is the concentration of single gas atoms dissolved
in the lattice, m (at m"3) the concentration of gas atoms in intra-
granular bubbles, t (s) the time, D (m2s"1) the single gas atom
diffusion coefficient, g (s"1) the trapping rate of gas atoms at bub-
bles, b (s"1) the rate of irradiation-induced gas atom resolution
from bubbles back into the lattice, and b (at m"3s"1) the gas gen-
eration term.1

1 An empirical expression for the diffusion coefficient, D, due to Turnbull et al.
[35] is.

D ¼ D1 þ D2

D1 ¼ 7:6$ 10"10 exp
!
" 4:86$ 10"19

.
ðkTÞ

"

D2 ¼ 1:41$ 10"25
ffiffiffi
F

p
exp

!
" 1:91$ 10"19

.
ðkTÞ

" (2)

where D1 (m2s"1) represents intrinsic thermal diffusion, D2 (m2s"1) represents
irradiation-enhanced diffusion, F (m"3s"1) is the fission rate and k (J K"1) the
Boltzmann constant. Based on Ham's [52] theory for diffusion-limited precipitation
at spherical particles, the trapping rate, g, can be calculated as

g ¼ 4pDRN (3)

where R (m) is the mean radius of intra-granular bubbles and N (m"3) the bubble
number density. Various theories have been proposed for the mechanisms of res-
olution [18,53e56]. An expression often adopted for the resolution rate, b, is the one
from Ref. [18], which is a slight modification of Turnbull's [55]:

b ¼ 3:03Fplf ðRþ Z0Þ2 (4)

where lf (m) is the length of a fission fragment track and Z0 (m) the radius of in-
fluence of a fission fragment track. The generation rate of fission gas is calculated as

b ¼ YF (5)

where Y (/) is the total yield of fission gas atoms. Hence, in general, the parameters of
Eq. (1) vary in time as temperature and power (fission rate) vary during irradiation.
In particular, D and g present rapid variations during transients owing to their
exponential dependence on the temperature.

G. Pastore et al. / Journal of Nuclear Materials 509 (2018) 687e699688

G. Pastore, D. Pizzocri, C. Rabiti, T. Barani, P. 
Van Uffelen, L. Luzzi, An effective numerical 
algorithm for intra-granular fission gas 
release during non-equilibrium trapping and 
resolution, J. Nucl. Mater. 509, 687-699, 2018

RIA transients
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Fig. 3. Intergranular swelling determined by image analysis as a
function of treatment time at different temperatures.

3.2. Xenon release

The release of fission gases varies in the same manner
as swelling. The xenon release curves shown in Fig. 4
show a fast increase in the first 60 min of treatment
followed by a slow increase accelerated by temperature.
Substantial swelling is thus accompanied by a large release
of fission gases and vice versa. The thermal release of
fission gases becomes significant only above 11308C.
The curves also show considerable scatter of points at

17158C. This is attributed to the temperature measurement
uncertainty, which strongly affects a release in this range.

3.3. Comparison

The swelling values obtained using the conventional
hydrostatic weighing method are more reliable than those

Žobtained with the other two methods image analysis and
. Ž .the improved hydrostatic weighing method Fig. 5 . As

Fig. 4. Release of xenon as a function of treatment time at
different temperatures.

Fig. 5. Comparison of the results of swelling obtained by the three
methods as a function of treatment time at 15458C and 17158C.

the conventional method does not account for the open
porosity, it can be deduced that its contribution is signifi-
cant. Indeed, micrographic examination indicates the pres-
ence of channels at the grain boundary edges beyond
14108C, which, it is assumed, participate in open porosity,

Ž .as they are open to the exterior Fig. 6 .

Fig. 6. Scanning electron microscope examination of fractures of
Ž .samples 25 GWdrtU untreated and after heat treatment: forma-

tion of tunnels on the grain boundary edges.



q Fission gas release (FGR) results from the limited capacity of grain 
boundaries to store gas. Modeled with

dFc
dt

=
d NbAb( )

dt
= 0 if 	Fc =Fc,sat

Fc increases Fc = constant (FGR occurs)

saturation

Fractional grain-boundary bubble coverage

Modeling: Fission gas release

G. Pastore, L. Luzzi, V. Di Marcello, P. Van Uffelen, Physics-based modelling of fission gas swelling 
and release in UO2 applied to integral fuel rod analysis, Nucl. Eng. Des. 256, 75-86, 2013



Transient fission gas release model
§ Experiments show rapid FGR during 

transients (burst release) that cannot be 
explained as purely diffusion-controlled

§ Theory: Grain-boundary separations due 
to micro-cracking causing rapid transient 
release as gas is vented from open grain 
boundaries

248 E. ROTHWELL 

for the sensitivity of the release rate to the rate 
of change of temperature as well as the apparent 
constancy of the temperature at which the 
cooling burst is observed. 

Uranium dioxide, which is a single phase at 
room temperature, after post irradiation an- 
nealing at temperatures below 1800” C does not 
show a cooling release. It seems reasonable 
therefore to couple cooling release with the 
development of substoichiometric oxide. The 
evidence obtained from specimens heated to 
N 1700” C indicates that only a slight initial 
burst is obtained (as may be expected from the 
mechanism proposed by Stubbs and Walton 5)) 
and no cooling release is observed. The structure 
of the substoichiometric oxide at temperatures 
above 1800" C  is not yet known. It might be 
either single-phase or two-phase. If it is single- 
phase initially it must become two-phase on 
cooling, if two-phase then the proportions 
and/or structure of the two-phase system could 
change on cooling. Either hypothesis might 
explain the well defined onset of the cooling 
release at N 1450” C on the first cooling cycle. 
Subsequent behaviour will depend entirely on 
the structures of the oxide as a function of 
temperature. Holding the specimens at a con- 
stant temperature, on these hypotheses, would 

mean that no further structural changes will 
occur and the cooling release should then cease. 
On continuing the cooling, more gas will be 
evolved as the two-phase structure develops 
further. This has been observed experimentally, 
as illustrated in fig. 9. 

The quantity of gas evolved during a cooling 
release is approximately 31-33 o/o of total K@ 
(determined by dissolution of an irradiated 
specimen, counting the gas under identical 
conditions of helium flow), for specimens which 
have been held at 2000” C for 30 min., and is 
reasonably independent of the cooling rate. 
If the oxide is two-phase above 1800’ C then it 
could consist of uranium in contact with oxide 
which might vary in oxygen content from sub- 
stoichiometric to stoichiometric. Considering 
the case of uranium in contact with stoichio- 
metric UOz, the only structural change that 
will occur on cooling that could conceivably 
cause release of K@ would be the ejection of 
dissolved gas from uranium on solidification. 
The volume of uranium present (deduced by 
quantitative metallography) is less than 4 y. 

in oxide that has been heated to 2000” C and 
previous work 7), has shown that on melting 
irradiated uranium more than 99 24 of the con- 
tained Kr*5 is evolved. Therefore on cooling it is 

16 

TIME (m a n) 

6 

Fig. 9. Effect of holding at constant temperature after the onset of the cooling burst. 
Figure 2: Annealing experiment showing burst release during

both heating and cooling [17].

tain threshold temperature. The above descriptions do
not consider the influence of temperature variation rate,
coherently with experimental results from [17,18].

The model of Hering [24] considers the healing process
of micro-cracks that acts to restore the capacity of grain
faces to store fission gas. A complete restore of grain faces
gas storing capacity due to micro-crack healing is assumed
after 5 GWd/tU from the transient release event. The
kinetics of the healing process is not characterized in detail.

In the present work, an attempt is made to develop a
model which, compared to the existing ones, (i) allows for
the temperature-dependence of transient FGR as observed
experimentally, and (ii) allows for continuity of fission gas
behavior in both time and space, thus being compatible
with a physically sound treatment of the coupled fission
gas relase and swelling.

4 Model Development

Hereafter, a new model for the treatment of transient
FGR is developed. Since the mechanistic modeling of the
micro-cracking process would involve high uncertainties
(e.g., in the calculation of local stresses), a semi-empirical
treatment is preferred, as a pragmatic approach.
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growth rates, and the higher densities of the 
bubbles increase the probability of bubble 
interlinkage. These factors probably decrease 
the burst release temperature. In addition to 
this, the occurrence of microcracks, based on 
a degradation of mechanical strength of the 
grain boundary, would enhance the above 
tendency. The rapid burst release is unfavo-
rable for LWR fuel performance. Not only 

transient fission gas release and bubble swell-
ing exert a great effect on the thermal and 
mechanical behaviors of fuels, but also atten-
dant transient release of volatile fission prod-
ucts of I, Cs and Cd would instantaneously 
increase local concentrations of corrosive 
agents above the threshold valuesctn of PCI/ 
sec failure of fuel rods. 

( 2 ) Fractional Burst Release 
The effects of ramp temperature and spec-

imen burn-up on the burst release of 85Kr 
were examined by a series of experimental 
temperature ramps up to 1,600"-'l,800·c, fol-
lowed by isothermal annealing at these tem-
peratures for about 5 h. The FWHM of the 
above 85Kr peaks were about 20 min and 
longer than that (about 14 min) obtained in the 
instantaneous injection test (Fig. 3). This 
difference is attributed to a diffusional release 
during the isothermal annealing at the high 
temperatures. Accordingly the contribution 
of burst release was calculated by subtracting 
the contribution of diffusional release from 
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Figure 3: Annealing experiment showing burst release during

heating [18].

4.1 Basic model

The new transient release capability is designed to be
integrated in an existing fission gas behavior model [1,2].
The latter provides the basic analysis of fission gas pro-
duction and di↵usion in the fuel grains, gas accumulation
at grain faces in the form of bubbles (leading to grain-
boundary fission gas swelling), and concomitant FGR after
grain-face saturation. The saturation condition is stated
in terms of the fraction of grain faces covered by bubbles
– fractional coverage, Fc (/) – which is defined as:

Fc = NA (1)

where N (m�2) is the number of gas bubbles per unit
grain-face area, and A (m2) is the average plain-projected
area of grain-face bubbles. It is assumed that af-
ter the fractional coverage attains the saturation value
Fc,sat = 0.5, further bubble growth is compensated by gas
release from the grain faces in order to maintain the sat-
uration coverage condition, Fc = Fc,sat. Note that fission
gas release and swelling are described as inherently coupled

Table 1: Summary of experimentally observed temperatures, T , and burnup, bu, at which burst release occurs.

Reference T (�C) bu (GWd/tU)
Rothwell, 1962 [17] 1450 10
Notley and MacEwan, 1966 [12] > 1400 –
Une and Kashibe, 1990 [18] 1600 16 and 28
Third Risø Project, 1990 [23] 1250-1600 15-44
Durcros et al., 2013 [21] 1500 43 - MOX

3

___________________________________
FGR rate during UO2 annealing experiment
Une and Kashibe, J. Nucl. Sci. Technol. 27, 1990 

_____________________________________________________________
Micrographs of transient-tested UO2 showing grain boundary separations
From left to right: I.J. Hastings et al., J. Nucl. Mater. 139, 531-543, 1986; R.J. White et al., R&T/NG/EXT/REP/0206/02, 2006;
CABRI REP-Na 5 RIA test, Lemoine et al., Proc. of the 10th Int. Symp. on Thermodynamics of Nuclear Materials, Halifax, Canada, 2000; 
NSRR JM-4 RIA test, T. Nakamura et al., J. Nucl. Sci. Technol. 33, 1996.
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is modeled to become smaller as the P/C contact pres- 
sure increases, and to be zero when the contact pres- 
sure becomes higher than 34.5 MPa. Thus, the cracking 
in FRAP-T6 works mostly for thermal calculations to 
change the gap heat transfer, but is less important for 
the deformation while the cladding stays cool. 

The other type of fuel thermal expansion model, 
GAPCON(""), was examined with the earlier NSRR fresh 
fuel tests to simulate the thermal and mechanical fuel 
behavior including the P/C gap performance(2o). The 
GAPCON model assumes that a radial annulus of radius 
(rm) at the peak temperature (Tm) expands freely gen- 
erating cracks with other annuli inside at lower temper- 
atures. Thermal expansion of the outside annulus thick- 
ness, Aria(Ti), are added to the thermal expansion of 
the peak temperature radius, rma(Tm). The GAPCON 
model successfully simulated the fresh fuel tests(20) and 
had no arbitrary input parameter. Thus, the GAPCON 
model is installed in the FRAP-T6 for the irradiated fuel 
test simulations. The thermal expansion models are used 
to calculate fuel radius, rf, in Eq.(3). without the effect 
of the fission gas induced swelling. 

IV. NSRR TEST SIMULATIONS 
1. Assumptions 
In the irradiated BWR fuel Test TS-4 with peak fuel 

enthalpy of 370 J/g, grain boundary separation was ob- 
served in a limited zone of about 200pm thickness at 
the fuel periphery. The separation in Test JM-4, on the 
other hand, occurred widely covering the fuel center with 
peak fuel enthalpy of 703 J/g in which cladding deforma- 
tion was significant, as shown in Photo. 1. The thresh- 
old temperature for the grain boundary separation was 
provisionally assumed to be 1,lOO"C to cause the defor- 
mation of the cladding and subsequent fission gas re- 
lease. The gas was assumed to stay in the grain bound- 
aries while it generated the cladding deformation within 
about 0.2 s. 

Fission gas generation was estimated by ORIGEN2(30) 
and its distribution was based on the radial burnup pro- 
files estimated by RODBURN. The fraction of fission gas 
present in the grain boundaries was assumed to be 15% 
except for the fuel periphery of high burnup PWR fuels. 
The grain boundary inventories was not directly mea- 
sured experimentally for the test rods; thus, the fraction 
was estimated based on FASTGRASS(3') simulation of 
the base irradiation'"). In the high burnup PWR fuels 
for the NSRR tests, fuel restructuring in the periphery 
of about 60 pm thickness was recognized. Cunningham 
et  aZ.(32) suggested that fission gases in the rim region 
were lost from the UOz matrix and likely retained in the 
porosity. The fission gas relocation was observed in a 
region a few times wider than the optically recognized 
rim. To take account of this phenomenon, 100% of the 
fission gas in the fuel was assumed to be located in the 
grain boundaries in the fuel periphery of about 200 pm 

Photo. 1 Grain boudary separation observed 
in Tests TS-4(") and JM-4(") 

thickness for the HBO test simulations. 

2. Results 
The fuel and cladding temperatures estimated for 

Tests JM-4, HBO-3 and TS-4 are shown in Figs. lO(a), 
(b) and (c). The fuel pellets were rapidly heated up 
above 1,500"C at the fuel periphery in all the tests at 
about 0.2 s due to pulse irradiations of about 4 to 7 ms 
half width. The centerline temperature of the LWR fu- 
els, however, remained below 1,lOO"C due to the sharp 
radial power peakings of the fuels. Then, the cladding 
was stressed by the grain boundary fission gases in the 
whole pellet in the Test JM-4 simulation and in the fuel 
periphery in the simulations for Tests HBO-3 and TS- 
4. The cladding stress increased sharply when the P/C 
gap closed by expansion of the fuel pellets, as shown in 
Fig. 11 in the Test JM-4 simulation. The P/C con- 
tact pressure (peak value: 115MPa) due to cladding 
displacement by the pellet thermal expansion during 
the early deformation was higher than the fission gas 
pressure (peak value: 30 MPa). Thus, the deformation 
was dominated by thermal expansion of the pellets until 
about 0.26s. This PCMI generated cladding hoop de- 
formation of about 1% and the stress was relaxed by the 
plastic strain of 0.3% at 0.21 s as shown in Fig. 11. With 
the cladding temperature increase and reduction of yield 
stress, the deformation was then dominated by the fis- 
sion gas pressure from 0.26 s. The cladding deformation 
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Transient fission gas release model
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§ Considering a contribution due to 
micro-cracking to the evolution of the 
grain-boundary bubble coverage 
parameters

§ Modeling micro-cracking as a 
dependent on variations in local fuel 
temperature
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G. Pastore, D. Pizzocri, J.D. Hales, S.R. Novascone, D.M. Perez, B.W. Spencer, R.L. Williamson, 
P. Van Uffelen, L. Luzzi, In: Proc. of EHPG 2014, Røros, Norway, September 7-12, 2014.



Comparisons of local intra-
granular bubble number 
density and size in base-
irradiated UO2 (US DOE 
SciDAC project on 
Simulation of Fission Gas, 
2018). Experimental data 
from Baker, JNM 66, 1977.

G. Pastore et al. / Nuclear Engineering and Design 256 (2013) 75– 86 81

Table 5
Summary of experimental data of grain-face swelling considered in the present work (White et al., 2006).

SEM zone (!V/V)gf (%) SEM zone (!V/V)gf (%) SEM zone (!V/V)gf (%)

4000-A 0.97 ±  0.35 4064-A 1.07 ±  0.58 4160-A 2.61 ±  0.57
4000-B 0.68 ±  0.12 4064-B 0.86 ±  0.32 4160-B 2.30 ±  0.56
4000-C 0.53 ±  0.10 4064-C 0.63 ±  0.22 4160-C 2.60 ±  0.36
4000-D  0.46 ±  0.10 4064-D 0.74 ±  0.19 4160-D 1.64 ±  0.20
4000-F  0.17 ±  0.4 4064-E 0.59 ±  0.26 4160-E 1.22 ±  0.21

4160-F 0.74 ±  0.09

4004-A  0.62 ±  0.13 4065-A 1.25 ±  0.43 4162-A 0.70 ±  0.26
4004-B 0.70 ±  0.26 4065-B 1.35 ±  0.30 4162-B 0.46 ±  0.17
4004-C 0.44 ±  0.11 4065-C 0.97 ±  0.26 4162-C 0.43 ±  0.18
4004-D 0.56 ±  0.15 4065-D 0.79 ±  0.15 4162-D 0.43 ±  0.22
4004-E  0.27 ±  0.07 4065-E 0.21
4004-F 0.16

4005-A 0.94 ±  0.16 4159-A 1.85 ±  0.22 4163-A 0.60 ±  0.20
4005-B  0.57 ±  0.20 4159-B 1.67 ±  0.26 4163-B 0.59 ±  0.18
4005-C 0.42 ±  0.12 4159-C 1.37 ±  0.16 4163-C 0.35 ±  0.10
4005-D  0.54 ±  0.15 4159-D 1.06 ±  0.15 4163-D 0.40 ±  0.06
4005-E  0.27 ±  0.02 4159-E 0.91 ±  0.28 4163-E 0.26 ±  0.13

the calculation. This hypothesis is consistent with the observa-
tion that, in all of the studied cases, the base-irradiation resulted
in negligible fission gas release and micro-structural changes
(White et al., 2006).

• The fuel grain size is assumed to remain constant at the
final (measured) value throughout the ramp test. Grain growth
calculations based on the model of the TRANSURANUS code
(Ainscough et al., 1973; Lassmann et al., 2011) showed that the
predicted grain growth is lower than or comparable to the exper-
imental scatter for the grain size data (White et al., 2006) in all
the analysed cases.

An example of calculation is presented in Fig. 3. During the
conditioning time, "1, the bubble over-pressure is very high
(p/peq ≈ 30–40 in this case). The subsequent increase in temper-
ature following the power ramp leads to rapid growth of grain-face
bubbles caused by an increase of the intra-granular gas diffusion
and of the vacancy absorption rate (Section 2). Consequently, the
grain-face swelling increases and FGR commences. It can be noted
that the model predicts the incubation behaviour of the FGR. Also,
the coupling between FGR and swelling is consistently described,
since the swelling rate is reduced by loss of gas from the grain faces
as FGR takes place.

The comparison of the calculations with all the experimen-
tal data of grain-face swelling considered in the present work
(Table 5) is shown in Fig. 4. The results point out a reasonable over-
all agreement, without any fitting applied to the model parameters.
Although an average under-estimation of the experimental values

Fig. 2. Schematic of a generic power ramp test of the AGR/Halden Ramp Test Pro-
gramme (White et al., 2006). The parameters for each case are reported in Table 3.

is observed, the level of accuracy appears to be consistent with the
uncertainties pertaining to the parameters and satisfactory in view
of the application of the new model to integral fuel rod analysis.

4. Model testing in the TRANSURANUS code

The applicability of the new model to integral fuel rod anal-
ysis was verified through implementation and testing in the

Fig. 3. Grain-face swelling and fission gas release (defined as the ratio of the released
to  the generated gas) for the SEM zone 4000-A, calculated using the new model. The
temperature (White et al., 2006) is also shown. The figure zooms in on the ramp.

Fig. 4. Comparison between values of grain-face swelling calculated using the new
model and the experimental data from (White et al., 2006).

Comparisons of local grain-boundary 
swelling in power-ramped UO2 samples 
(G. Pastore et al., NED 256, 2013). 
Experimental data from White et al., 
R&T/NG/EXT/REP/0206/02, 2006.

Validation: Local comparisons



Validation: Integral fuel rod FGR

G. Pastore, T. Barani, D. Pizzocri, A. Magni, L. Luzzi, Modeling fission gas release and 
bubble evolution in UO2 for engineering fuel rod analysis, in: Proc. of Top Fuel 2018, 
Paper A0241, Prague, Czech Republic, 30 September – 4 October 2018.

Integral FGR and rod average linear heat rate vs time LWR fuel rod power ramp experiments. 
FGR simulation results from the BISON code and PIE data are illustrated. 

Risø-3 AN2 

Risø-3 AN8



Risø-3 AN4 

Integral FGR vs time during LWR fuel rod 
power ramp experiment (BISON code)

Integral FGR at EOL for 19 LWR fuel rod 
power ramp experiments (BISON code)

Validation: Integral fuel rod FGR

T. Barani, E. Bruschi, D. Pizzocri, G. Pastore, P. Van Uffelen, R.L. Williamson, L. Luzzi, 

Analysis of transient fission gas behaviour in oxide fuel using BISON and TRANSURANUS, 

J. Nucl. Mater. 486, 96-110, 2017.



Risø-3 AN2 Risø-3 AN8 

Radial profiles of Xe concentration after ramp tests calculated with BISON and PIE data

Validation: Fission gas radial distributions

T. Barani, A. Magni, D. Pizzocri, L. Cognini, P. Van Uffelen, L. Luzzi, G. Pastore, Modeling 
and assessment of intra-granular bubble evolution and coarsening in uranium dioxide, 
In: Nuclear Materials Conference – NuMat 2018, Seattle, USA, October 15-18, 2018



Power pulse (left) and FGR with fuel centerline temperature (right) calculated with the BISON code 
for the CABRI REP Na-3 RIA test. The inset shows a shorter time around the power pulse.

RIA integral simulations

G. Pastore, C.P. Folsom, R.L. Williamson, J.D. Hales, L. Luzzi, D. Pizzocri, T. Barani, Modelling Fission 
Gas Behaviour with the BISON Fuel Performance Code, Proc. of the Enlarged Halden Programme
Group Meeting – EHPG 2017, Lillehammer, Norway, September 24-29, 2017.



Uncertainty and sensitivity analysis
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Main effects of five uncertain model parameters 
on calculated FGR for an irradiation time of 3 
years and an LHR of 30 kW/m 

Calculated cladding outer diameter profile for 
the Risø-3 GE7 experiment with uncertainty 
range from fuel gaseous swelling

G. Pastore, L.P. Swiler, J.D. Hales, S.R. Novascone, D.M. Perez, B.W. Spencer, L. Luzzi, P. Van Uffelen, 

R.L. Williamson, Uncertainty and sensitivity analysis of fission gas behavior in engineering-scale 

fuel modeling, J. Nucl. Mater. 456, 398-408, 2015.

terms of FGR may be significantly enhanced if a reduction of the
uncertainty pertaining to the calculated temperature is achieved.

The above results largely confirm the outcomes of the sensitiv-
ity analysis presented in [8] in terms of the uncertain parameters
that mostly influence FGR calculations. Differently from [8], the
present study does not allow for athermal release, which can pro-
vide a significant contribution to FGR at low temperature and will
be considered in a future work.

5.1.3. Irradiation experiment analysis
BISON results for the simulations of the Risø-3 GE7 irradiation

experiment are presented in Fig. 6, showing fission gas release as
a function of time during the transient test. Among all combina-
tions of parameter levels specified in Section 4.3, only those that
resulted in the lowest and highest calculated fission gas release
at the end of irradiation are included, in order to give an account
of the output range. The post-irradiation experimental FGR value
[62,63] is also shown. The figure illustrates only the transient test
following the base irradiation.

A variability of a factor of approximately 3.5 is observed in the
calculated FGR at the end of irradiation, with the experimental

value lying close to the upper bound of the variation range. Hence,
the results of the irradiation experiment analysis appear to confirm
the conclusions of the single-pellet study, in terms of the signifi-
cant uncertainty in FGR predictions ensuing from the uncertainties
in the model parameters. Also, the predictive accuracy of the BISON
code with the new fission gas behavior model appears to be rea-
sonable, considering the inherent modeling uncertainty.

5.2. Fission gas swelling

The radial profiles of calculated fission gas swelling, tempera-
ture and grain radius for the single-pellet simulation with all
parameters set to the reference values are shown in Fig. 7. The plot
refers to an irradiation time of 3 years at 30 kW m!1. The swelling
decreases with increasing distance from the fuel centerline, reflect-
ing the spatial dependence of fuel temperature. In fact, tempera-
ture drives both inflow of gas atoms and absorption of vacancies
at the grain-face bubbles, thus affecting bubble development
which determines fission gas swelling. Also, the coupling of the
swelling with the FGR is taken into account by the present model,
with gas release resulting in reduction of the amount of gas
retained at the grain faces (Section 2). In fact, the irregularity
observed in the swelling profile at a radial position of about
3 mm corresponds to the limit of the fuel zone affected by gas

Fig. 5. Main effects of parameters on calculated FGR for an irradiation time of 3 years and LHR values of 30 kW m!1 (left) and 40 kW m!1 (right).
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Fig. 6. Fission gas release and rod average linear heat rate as a function of time for
the Risø-3 GE7 experiment. Both lower and upper bounds of the calculated FGR are
shown along with the post-irradiation experimental value. Time zero corresponds
to the beginning of the transient test.
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Fig. 7. Fission gas swelling, temperature and grain radius as a function of the radial
distance from the fuel centerline for the reference single-pellet simulation with
LHR = 30 kW m!1. The plot refers to an irradiation time of 3 years.
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Simulation of Cr2O3-doped fuel ramp tests 
FGR for doped vs. std. UO2

• BISON simulations of power 
ramp tests in the OSIRIS and 
Halden reactors on pre-
irradiated fuel rods (various 
burnups) from AREVA

• Grain diameter:
Ø 15.6 mm for standard UO2

Ø 56 mm for Cr-doped UO2
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AREVA: Std.UO2 (PWR)
AREVA: Doped UO2 (PWR)
AREVA: Doped UO2 (BWR)
AREVA: Doped UO2 (LWR)
BISON: Std. UO2 (PWR)
BISON: Doped UO2 (PWR)

Y. Che, G. Pastore, J.D. Hales, K. Shirvan, Modeling of Cr2O3-doped UO2 as a near-term accident 
tolerant fuel for LWRs using the BISON code, Nuclear Engineering and Design 337, 271-278, 2018.



Multiscale coupling for Cr2O3-doped UO2

§ BISON simulation of Cr2O3-doped UO2 Halden test IFA-677 rod 1

§ Uses fission gas diffusivity correction from point defect model developed at 
Los Alamos National Laboratory (M.W.D. Cooper, D.A. Andersson, C.R. Stanek):

UNCLASSIFIED
Slide 4

§ Based on the cluster dynamics simulations we have a new modification that 

can be applied to undoped UO2 to give Cr-doped Xe diffusivity

§ When Applied to the model in BISON it get a factor increase that averages 

out to 2.77 from 500 to 2000 K

Effect of oxygen potential change on D1, 
and D2



• Using a similar concept, a model has been developed for FGB in U3Si2
• Informed by atomistic calculations to fill the experimental data gap

Multiscale model for U3Si2

Micrograph of U3Si2 irradiated at ~950 K and ~6 GWd/tU
(Shimizu, NAA-SR-1062, 1965). The crystalline structure 
as well as intra-granular and grain-boundary fission gas 
bubbles are evident

Diffusivities in U3Si2 from Density Functional Theory 
calculations (D. Andersson, Tech. Rep. Los Alamos National 
Laboratory, 2016)

listed!in!Table!7!and!the!diffusivities!are!plotted!in!Figure!16!and!17.!!U!vacancies!
diffuse!much!faster!along!the!c!axis!than!within!the!aLb!plane.!
!
Table(7:(Activation(energies(and(pre5exponential(factors(for(defect(and(self5diffusion(in(U3Si2.(

Diffusivity! ΔHa!(eV)! D0!(m2/s)!
U!vacancy!(aLb!plane)! 1.48! 1.86×10L6!
U!vacancy!(cLaxis)! 0.97! 5.27×10L7!
U!interstitial!(aLb!plane)! 0.54! 1.30×10L6!
U!selfLdiffusion!vacancy!(aLb!plane)! 2.63! 2.17×10L5!
U!selfLdiffusion!vacancy!(c!axis)! 2.12! 2.26×10L5!
U!selfLdiffusion!interstitial!(aLb!plane)! 1.68% 1.58×10L5!
Si!vacancy!(aLb!plane)! 2.24! 1.19×10L6!
Si!vacancy!(c!axis)! 0.64! 5.30×10L7!
Si!interstitial!(aLb!plane)! 3.05! 1.86×10L6!
Si!vacancy!selfLdiffusion!(aLb!plane)! 3.38! 1.45×10L5!
Si!vacancy!selfLdiffusion!(c!axis)! 1.78! 6.46×10L6!
Si!interstitial!selfLdiffusion!(aLb!plane)! 4.19! 2.27×10L5!
!

!
Figure(16:(Uranium(vacancy(and(uranium(interstitial(diffusivities(as(well(as(the(corresponding(self5
diffusion(coefficients.(The(latter(include(the(vacancy(and(interstitial(formation(energies.(
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Multiscale model for U3Si2
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experiment with stand-alone U3Si2 model

• Initial stand-alone and BISON applications of the model

• Sensitivity analysis to help addressing future research

T. Barani, G. Pastore, D. Pizzocri, D. Andersson, C. Matthews, A. Alfonsi, K. Gamble, P. Van Uffelen, 
L. Luzzi, J. Hales, et al., J. Nucl. Mater., 2019, submitted.

Normalized sensitivity coefficients for uncertain model parameters 

from SA with 10,000 Monte Carlo runs processed with RAVEN



Perspectives
q Further develop the multiscale approach by 

coupling to improved parameters (diffusion, 
resolution) from lower length scale models 

q Extend the model to intra-granular bubble 
coarsening and the associated swelling 
during transients/high burnup

q Extend the model to gas behavior in the 
High Burnup Structure (HBS)

q Continue uncertainty and sensitivity 
analysis 

q Follow usage in various fuel performance 
codes

Bubble coarsening in UO2. Kashibe
et al., J. Nucl. Mater. 206, 1993 

limit of 0.26! 10–4/s for R¼ 5 nm suggests that f > 0.6. On
the other hand, Veshchunov’s upper limit of 3.2! 10–4/s for
0.5–0.6 nm radius bubbles suggests f < 0.8. Therefore,
f¼ 0.73 is a reasonable value for our model.

VI. CONCLUSIONS

Analyses based on a systematic set of MD thermal spike
simulations reveal trends in the re-solution probability as a
function of bubble radius (R), thermal spike energy (fSe),
and off-centered distance (r) between the thermal spike axis
and the bubble center. The trends allow construction of a
new re-solution rate model to be parametrized in terms of
these variables. The off-centered effect is shown to decrease
the re-solution by a factor of 0.25 (averaged over the circular
cross-section of the thermal spike). The dependence on the

thermal spike energy shows that no-resolution occurs for f Se

< 9.04 keV/nm. Evaluation of the re-solution rate model has
been presented using a distribution of U-235 fission products
due to thermal neutrons. The decay of the total electronic
stopping power (Se) for each fission product over distance is
simulated and taken into account. For a typical fission rate
density of 10–8/nm3/s, the re-solution rate is then calculated
as a function of R for several values of f. Comparison with
published empirical values suggests that f¼ 0.73 is a reason-
able choice. Using this value, all empirically fit rates are con-
sistent with the model developed here. The results also
support the notion that a thermal spike is the rate-controlling
process for Xe gas bubble re-solution in UO2

33 as opposed to
collision cascades.
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FIG. 9. Evaluated Xe re-solution rates as a function Xe bubble radius for
several values of the ratio between the thermal spike energy and the total
electronic stopping power (f ¼ Se;eff =Se) for fission rate density of 10–8/
nm3 s. Plots are ordered with the topmost curve corresponding to the largest
f. Data points are the evaluated values obtained by numerically integrating
Eq. (11). Smooth curves are fit curves given in Table III.

TABLE III. The evaluated Xe re-solution rates for fission rate density of
10–8/nm3 s as plotted in Fig. 9 are fit with yðxÞ ¼ a1 expð%b1xÞ þ ðyð0Þ
%a1Þ=ð1þ cx2Þ expð%b2x2Þ, where x is the Xe bubble radius (nm) and y
is the re-solution rate. y(0) denotes the asymptotic value at x¼ 0.

f y(0) (10–4/s) a1 (10–4/s) b1 (1/nm) b2 (1/nm) c (1/nm2)

0.90 11.0851 1.5052 0.0362 0.0203 3.4123

0.85 10.6297 1.3479 0.0438 0.0241 4.2214

0.80 10.1521 1.1986 0.0546 0.0299 5.4612

0.73 9.1816 0.949 0.0703 0.0371 7.982

0.70 8.6745 0.8401 0.0792 0.0407 9.6585

0.65 7.6984 0.6721 0.1028 0.0526 14.272

0.60 6.3925 0.5025 0.1411 0.0727 23.1967

0.55 4.6175 0.3433 0.2284 0.1276 45.6624

0.50 2.3061 0.2786 1.1008 1.605 150.6689
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independent of irradiation temperature. Compared 
with the present results (fig. lb) for the high burnup 
fuel of 44 GWd/t, they did not observe the 2 nm 
bubbles in addition to the 8 nm bubbles with a narrow 
monomodal distribution. The reason why Ray et al. 
reported a bubble density of about l-2 orders of 
magnitude smaller than the value (7 x 1O23 me31 ob- 
tained in the present fuel is probably due to no enu- 
meration for the 2 nm bubbles. 

Figs. 2 and 3 show SEM fractographs of the fuels 
with 23 GWd/t after annealing at 1600 or 1800°C for 5 
h, respectively. In both fra~tographs, coarsened intra- 
granular bubbles are found only within limited regions 

near the grain boundaries, i.e. about 1 ym for the case 
of 1600°C x 5 h of fig. 2 and about 3 km for the case of 
1800°C x 5 h of fig. 3, in contrast to smaller bubbles of 
45-55 nm in the central region of the grains. Near the 
boundaries no smaller bubbles precipitate. The en- 
hanced coarsening near the grain boundaries clearly 
indicates that a substantial vacancy supply from open 
grain boundaries or free surfaces due to the formation 
of grain boundary tunnels plays an important role in 
the coarsening of bubbles. In the grain interiors, a 
sufficient supply of vacancies may be suppressed due to 
the distance from vacancy sources, such as grain 
boundaries or free surfaces. The observed mean bub- 

26 S. Ku&be er al. / Formaf~~~ and growth off~s~~ gas bubbles 

Fig. 3. SEM fractographs of the fuel with burnup of 23 GWd/t after annealing at 180O”C~5 h. 
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